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Abstract

A renewed focus on energy security arises from an extremely tight oil market and high prices that are driven by long-term trends in global growth and political-economic rivalries. While global energy markets are well developed, the institutions associated with stable investment and exchange are poorly developed in most energy producing countries. Moreover, many have a history of conflict or are located in regions where conflict is rife. Some leaders of energy producing countries threaten to use energy supplies to achieve geopolitical rather than economic objectives. Yet our theories about the new institutional economics of growth are based on evidence about countries that were developing in a more stable environment. When these principles are applied in developing countries they are often hoisted on the petard of “political will.” However, we have few theories of reform. Polski (2003) argues that it emerges as a function of changes in beliefs, governance, and transaction cost economizing, which are motivated by exogenous shocks. This paper extends the analysis to incorporate research in the cognitive neurosciences and conflict strategy, and concludes that reform processes that aim to ensure energy security must incorporate strategies that address differences in values, beliefs, economizing, and risk mitigation. 

“The oil price has really become a Richter scale for geopolitical turbulence and upheaval, the market’s fundamentals are actually getting a little better, but fear and uncertainty are mounting over Iran, the Middle East, and Nigeria.” 

Daniel Yergin, Chair of Cambridge Energy Research Associates

I. Energy Security

For most of the past two decades the price of oil has hovered around $20 a barrel. However, as global energy consumption has grown over the past decade, crude oil prices have produced a noisy but steadily increasing trend. Prices have been particularly volatile over the past year rising from $39.96 July 9, 2004 to $76.70 July 13, 2006. 

One reason for rising prices is that markets are tight. Economic growth in developing countries, particularly China and India, has created a substantial increase in global demand for oil. In the 1970s, North America consumed almost twice as much oil as Asia. By 2005, Asia’s consumption exceeded North American’s for the first time.
 The Energy Information Administration (EIA) forecasts that world oil demand will continue to markedly increase in coming decades from 85 million barrels per day in 2004 to over 115 million barrels a day in 2030.
 

Constraints in refining capacity and production create mismatches in supply and demand. Growth in demand has been for middle distillates including diesel, jet fuel, and heating oil. At present there is a shortfall in refining capacity to distill heavier crudes.
 

While concerns about a shrinking resource base and a sharp global peak in oil production are debunked by a careful look at the evidence, growth in production in energy exporting countries has slowed due to underinvestment in technology and field maintenance, regulatory obstacles, geological challenges, and disruptions in supply chains created by shortages in supply inputs such as equipment and skilled labor, conflict, piracy, and terrorism.

Higher prices may provide an incentive to make critical investments in production, refining, and the development of alternative fuels. However, in the past high prices have led to rises in inflation and interest rates that have dampened growth.
 Some estimate that expensive oil may retard growth by 1.5% of GDP – the last thing the global economy needs at a time when the baby boom is retiring, population in the poorest nations of the world is increasing, and geo-political rivalries are heightened.
 

A further worry is that while fundamentals are important, they do not adequately explain behavior in energy markets nor are they likely to in the foreseeable future. Reporting on a dramatic price spike in July this year, Steven Mufsen of the Washington Post found a preponderance of experts arguing that as much as a third of price rises in oil markets could be attributed to “political factors.” 

The political factors that affect prices and volatility are strategic and they constrain supply. The countries that are driving global growth are net energy importers and they are dependent on foreign oil. This shifts geo-political and economic balance of power to countries that are net energy exporters. At present, energy exporting countries either will not or cannot tap their resources sufficiently to meet projected demand, which makes them unreliable trading partners. Consider the following structural aspects of energy production.

· National oil companies (NOCs), which are owned or controlled by the governments of producing countries manage over 90% of the world’s oil and gas industry resources. Thirteen of the fifteen firms in the world with the largest proven oil and gas reserves are NOCs (Table 1).

· The institutions that are theoretically most closely associated with efficient investment and trade – secure property rights, open markets, the rule of law, and prudential financial intermediation – reliably function in just four of the top world oil producing countries and in only one of the top net exporting countries. The remaining countries accounted for 72% of world production and 92% of net exports in 2004 (Tables 2 & 3).

· Most assessed geologic provinces of conventional and unconventional resources are in countries with similar institutional deficits: the former Soviet Union, the Middle East, North Africa, and the Greater Gulf of Guinea.
 

· The global energy system is polycentric: that is, it has no single center of coordination or control but many centers.

Potential technical solutions to these dilemmas abound. We can change capital, labor, technology, or institutions. We can aim to improve physical security in the global energy supply chain; engage major consuming and producing countries in trade and investment; use economic, diplomatic, or military means to encourage liberal political and economic reforms; improve the economic rationality of the oil industry; engineer new risk management products and services; encourage demand-side management; develop substitutes that reduce dependency on foreign imports. 

However, implementing these strategies requires that individuals, organizations, countries and international coalitions make new choices, take new risks, and invent new alternatives. All the players in the energy sector – consumers, producers, firms, governments, and international organizations – must make significant and often painful changes including creating incentives to make difficult reforms.

The fall of the Berlin wall was widely interpreted as a victory for liberal ideas and the dawn of a new era of global capitalism. However, the prospects for further liberal political and economic reform appear to be dimming. After a decade of expressed willingness to entertain democratic, market-oriented political and economic reforms, leaders of most oil producing countries and their allies have retrenched in the face of recent advances by opposition groups. Political leaders in some of the top oil producing countries have repeatedly indicated that they will use their ability to control oil supplies to achieve geo-political objectives that are inconsistent with a liberal international order.
 The conflictual tenor of the international economic dialogue is reflected in recent remarks by U.S. Senator Richard Luger, Chairman of the U.S. Senate Foreign Relations Committee, who has equated coercive use of oil supplies to a military attack.

Where standard theory falls short in providing insight into energy security issues, the new institutional economics (NIE) does somewhat better. Coase (1937, 1960) has identified the crucial role of institutions in the determining the costs of production and exchange. Olson (1965) called attention to collective action problems and the need for special coordinating institutions. Williamson (2005, 1985) draws out the importance of governance and adaptive private ordering, and North (2005, 1993) has helped us focus on the processes of change in liberal economies. Nevertheless, there is still a great deal that we do not understand about growth and change, particularly in global exchange systems. 

Energy resources are a complex economic good. Like many other mining resources, they are non-renewable natural resources that have high subtractability and relatively high excludability until they are tapped, when excludability diminishes. Hence they have a mixed economic nature that requires a diverse assortment of governance mechanisms including relational, trilateral, and market contracting.
 This means that if or when the political and economic order within which energy resources are situated fully evolves to an ideal end state, participants in the energy security system will use an efficient mix of mechanisms to govern exchange. The current evidence suggests that energy resource governance has yet to evolve to an efficient state. If efficiency is to be achieved, change is required.

Institutional change in a global resource system is a demanding subject. However given the importance of energy security to global growth and the threat of price and institutional failures in this system, we cannot afford to wave our hands in the face of difficult questions. If we wish to provide an alternative to standard economic theory or useful policy advice, we must be able to explain what stimulates adapative change and how to go about taking the actions required to get institutions and prices right. This paper proposes an approach to change that is empirically grounded in new work in the NIE and the cognitive neurosciences. Section Two culls out more recent NIE perspectives on change. Section Three integrates work in the cognitive neurosciences with NIE and draws implications for new approaches. Section Four proposes a theory of change, and Section Five concludes.

II. Institutional and Economic Change 

Change is a fundamental economic dilemma: growth is a dynamic process that is only possible if individuals, organizations, and governments have the capacity to adapt private and public exchange in response to changing conditions. While NIE can predict the ideal end state for governing energy security, our theories of institutional and economic systems must also explain how to reach this end. This means that we must understand how humans adapt to change in the exchange environment as well as what adaptations best serve the purpose at the time. 

All exchange is governed by rules whether formal or informal. In order to adapt exchange to changing conditions, individuals, organizations, and governments must craft, implement, and enforce rules, which is fundamentally a political dilemma. Political activity is mainly concerned with ordering competition and cooperation between individuals and organizations who seek to influence or control resources, rules, and relations. 

Adaptation consists of economic and political behaviors such as engaging in basic and applied research, entrepreneurship, innovation, investing in technology, making policy, and restructuring organizations.
 Behaviors emerge from political and economic orders. When conditions change adaptation may require change in existing political and economic orders. Hence theories of both economic and political systems must explain how humans adapt to changes in their environments to either main a status quo order or create a new order.    

Polski and Ostrom (1999) argue that a political and economic order consists of the following elements:

· individuals, groups, and populations,

· capital and technologies,

· physical possibilities and constraints, and

· rules (institutions) that define positions, boundaries, authorities, aggregation, scope of action, information, payoffs.

Re-ordering exchange may involve changing the types of individuals and groups involved in exchange, capital, technology, physical possibilities or constraints, or rules. Polski (2003) argues that change (C) is an adaptive response to an economic or institutional shock that is a function of beliefs (B) about how the shock affects relative advantage; governance (G), which creates incentives for individual and collective action; economizing (E), which represents a particular configuration of economic factors and production processes:

C = f (B,G,E).

Given an economic or institutional shock that challenges the beliefs of individuals about opportunities and threats, depending upon the types of individuals in the situation, e.g. their personality structures and norms, they will either change their beliefs or not. If they change their beliefs, they may then adapt the contracting mechanisms they use to govern their transaction and economic transformation activities. Figure 1 illustrates the idea. 

Adaptation will fail if the individuals involved make maladaptive choices or are unable to implement change. Adaptive efforts will also fail if otherwise capable individuals are either prohibited from making change or incentives are perverse – unless they solve the collective action problems related to changing higher level rules of the game. Finally, even if individuals are capable, the rules permit change, and their incentives are aligned, if they do not have access to the resources required to implement change, adaptation will fail.  

Applying this theory to understanding the capacity for change in the energy security system has two general implications: 1) there are fundamental differences in the beliefs held by key individuals in the energy security system about the structure of the game, including rules, and 2) there are important changes in the relative position of players in the system and their ability to exert influence over governance and economizing decisions.  

More recent work in NIE provides insights that have additional implications for theories of change. Looking at how societies have solved economic problems over time, North, Wallis, and Weingast (2006) identify the key structures of social orders that promote or retard liberal economic and political development. They describe three distinct types of social orders. These orders vary based on degree of access to economic and political privileges, with more open orders associated with sustainable development. They propose that social orders can evolve from less to more liberal providing that individuals create organizational forms and rules that help them solve problems related to scale, coordination, and access.  

More open social orders encourage competition but making the transition from one order to another or stabilizing a pro-development order requires cooperation. Standard economic theory assumes that human preferences are homogeneous, rational, self-interested, and competitive. However, economic choice experiments have consistently demonstrated a human propensity to engage in competitive behavior that is strictly rational and self-interested, cooperative other-regarding behavior, and stable individual preferences for one type of behavior over the other. A key question is when one type of behavior dominates the other in social interaction. Camerer and Fehr (2006) show that a minority group of one type can induce a majority group of the other type to follow their behavior if their behavior generates incentives to mimic them. This means that the distribution of types in the population of a political economy matters for growth and change, particularly in positions that can influence governance and economizing.

Competition gives rise to conflict, which constrains growth. Adaptive competition requires the capacity to manage conflict. Reflecting on effective deterrence in global competition and conflict, Schelling argues in his 2005 Nobel Prize lecture that international leaders’ values about what is taboo are a key governing device in global systems. He emphasizes the importance of developing a better understanding of individual differences in value systems and the capacity to develop a common value system that is self-enforcing.
 Similarly, in his work on insurgency and counter-insurgency, Galula (1960) underscores the critical strategic and tactical value of winning the “hearts and minds” of a population. 

Analyzing the process of economic change, North (2005) draws our attention to the cognitive abilities of individuals in a society. He calls for developing a better understanding of belief formation, how the mind works, and how human cognitive capacity influences how societies solve problems.

 McCabe (2006), who is interested in understanding the relationship between human cognitive capacity and economic order, argues that the brain is designed to maintain homeostatic equilibrium through “optimal foraging strategies.” As we have evolved, more and more brain resources have been committed to cognitive activities and we have developed more advanced capacities to facilitate personal social interaction and exchange. Social cognitive capacity depends upon the facility of the brain to detect rewards and punishments, represent states, associate states with outcomes, and choose actions that lead to optimal states. McCabe argues that the system of human social cognition that has evolved favors a flexible behavioral response that encodes the consequences of rewards into values, allows us to assess the intentions of others, and than adjust our behavior to achieve our objectives.

If we are a society of brains hardwired for survival that depends upon our cognitive capacities to form preferences, develop beliefs, interact with others, and craft and implement adaptive governance and economizing strategies, than our ability to change is constrained by the cognitive and social capacities of the types of individuals who influence response to shocks, and the choice of governing and economizing mechanisms that structure social order. Explaining the capacity for change requires developing a better understanding of developments in cognitive neuroscience.

III. Cognitive Neuroscience

Cognitive neuroscience pioneer Michael Gazzaniga (2005) argues that the brain is a rule-based device made up of neuronal systems that interacts with its environment in a way that allows it to learn rules to govern how it responds. It is the brain that controls how we perceive our environment, process our experience, and develop theories about the intentions of others.
 Changes in our brain are both necessary and sufficient for changes in our mind and in our behavior. While genes play a role in building our brains, neuronal systems continue to develop throughout our lives based on training, experience, and environment. The field of cognitive neuroscience studies the mechanisms involved in this process. 

The human brain is not just an information processing machine that is trainable and develops over time – it is also a social brain that is capable of calculating mental and emotional states of others. Most humans develop the capacity to calculate the mental states of others by around age five however our social cognitive capacity continues to develop throughout our lifetime. Recent advances in analyzing brain activity using Magnetic Resonance Imaging (MRI) and Positron Emission Tomography (PET) make it possible to more closely investigate cognitive social capacity. While the field is in its infancy, there are a number of findings that complement many theoretical and empirical observations in NIE and can help us develop stronger theories of change.

First, consistent with NIE assumptions about bounded rationality and path dependency, cognition is not an objective information process and it is focused on survival. It is biased by strategies that appear to protect the self from symbolic and actual threats, and promote reproductive success. Biases in cognition are automatic and they represent normative processing that emerges from the operation of the brain. Alternative choices, previous experiences, associations, emotions, ways of thinking, and brain anatomy affect decision-making in ways that are not predicted by Bayesian or strict rationality assumptions. And while we have the capacity to make adjustments in our beliefs and our behavior, there is a lot of friction in the system that tends to fix us in status quo routines. 

Gazzaniga (2005) argues that brains are adapted to gather the gist of things and are not suited to learning detailed information. We are efficient but imperfect interpreters, reconciling past and present knowledge to come up with theories about our environment and the courses of action that will lead to preferred results. However, our memory is flawed and we are poor neutral processors.
 Hence it would appear that our beliefs, as well as our belief formation and information processing capacities, are consistently flawed. 

Cacioppo and Bernsten (2005) argue that self-protective strategies that inhibit strictly rational decision making include searching for information that confirms what one already believes to be true and blocking out information that challenges existing beliefs. We consistently overestimate the probability that a desired event is likely to occur, the importance of our own input, and the pervasiveness of our own beliefs, while we underestimate the risks associated with our actions. We rationalize more than we reason and our memories are more likely to be biased reconstructions than accurate recollections of events. Mental simulation of alternative events can substantially influence evaluations and decisions. This suggests that our knowledge base for decision making is consistently flawed.

A number of authors working in the field of neuroeconomics have found that economic choices are based on emotions aroused by others and attributions made to others, as well as goals and opportunities. For example, Sanfey et al. (2005) find that inequitable offers in the ultimatum game were associated with increased activity in the dorsolateral prefrontal cortex, bilateral anterior insula, and anterior cingulate – a pattern suggesting that these offers evoked more thought, conflict, and negative affect. The greater the activation in the anterior insula (the area of the brain involved in negative emotions) the more likely the individual was to reject an inequitable offer even if is was not economically rational to do so. 

At the same time, the capacity to attribute intentions to others may play an important role in economically rational cooperative behavior. McCabe et al. (2001) observe that cooperators in a simplified ultimatum game show greater prefrontal activations in the anterior paracingulate cortex and dorsolateral prefrontal cortex. They argue that these observations are consistent with shared reciprocity intentions, which inhibit individual reward seeking and risk avoiding behaviors that would defeat rational cooperation.   

Second, as the foregoing suggests, the brain has the capacity to perceive and process dispassionate information and socioemotional information. Cognitive and social intelligence are separate but interrelated, and both types of capacities are involved in decision-making. There appears to be a close, causal relation between cognitive and affective processing systems and the operation of specific nervous system circuits. 

For example, Yamasak, et al. (2005) find that attentional and emotional functions are governed by different systems. Attentional processing involves areas in the dorsal prefrontal cortex, emotional processing involves areas in the ventral prefrontal cortex, and these streams of information processing are integrated in the anterior cingulate gyrus.

Similarly, Mitchell et al. (2005) argue that knowledge about persons may be functionally dissociable from other classes of semantic knowledge in the brain. They find a unique pattern of brain activity associated with person judgments in the prefrontal cortex, superior temporal cortex, intraparietal sulcus, and fusiform gyrus, areas of the brain that are involved in other aspects of social-cognitive functioning.

Bar-On et al. (2005) find that the ventromedial prefrontal cortex, amygdala, and insular regions are part of a neural system involved in somatic state activation and decision-making. Their findings suggest that socio-emotional intelligence is different from cognitive intelligence and that both are involved in decision-making.

Moll et al. (2005) provide evidence that the orbitofrontal cortex has dedicated subregions specialized in processing specific forms of social behavior. They find that moral judgments specifically activate a network comprising the medial orbitofrontal cortex, the temporal pole and the superior temporal sulcus of the left hemisphere, whereas judgments of nonmoral, emotionally evocative statements activated the left amygdale, lingual gyri, and the lateral orbital gyrus. 

Third, it appears that while we may not be very good at it achieving it, we do strive for information completeness and perfection in forming preferences, constructing beliefs, and making choices. Our preferences as well as our choices are influenced by both cognitive and emotional processing, which are based upon our internal state as well as the states of others. Neuroscientific evidence suggests the presence of a mirror system in which neurons serve an individual’s capacity to recognize the actions and feelings of others and in so doing mirror observed actions and emotional states. 

Buccino, et al. (2005) find that when individuals observe an action, an internal replica of that action is automatically generated in their premotor cortex. In the case of object-related actions, a further object-related analysis is performed in the parietal lobe, as if the subjects were indeed using those objects.

Similarly, imitation and observation of emotions activate a similar network of brain areas. Carr et al. (2005) argue that we understand what others feel by a mechanism of action representation that allows us to experience empathy and modulates emotional content. The insula plays a fundamental role in producing emotional contagion, acting as a relay from action representation in the superior temporal and inferior frontal cortices to the limbic system.

In a paper that discusses recent neuroeconomic evidence related to nonselfish behavior, Fehr et al. (Forthcoming) argue that preferences may be based on actual or anticipated emotions. If emotions are transient, than preferences may be less stable then rationality assumptions predict. Their findings indicate that subjects experience satisfaction in punishing defectors in social dilemma games, derive more utility from interactions with cooperative people because they are per se rewarding, and that a decision to trust may be induced by the fear of being exploited.

Fourth, there is emerging evidence that changes in environment can produce biological changes that have behavioral consequences. If so, removing individuals from an adverse environment or changing their environment – including changing the rules of the game – may not lead to changes in behavior. Morgan, et al. (2005) find that changes in the housing conditions and the dominance rank among socially housed animals produce changes in dopaminergic function that made dominant monkeys less vulnerable to the reinforcing effects of cocaine than subordinate animals.

In a review of the literature on the physiological correlates of human traumatic experience, Kendall-Tackett (2000) finds evidence that chronic hyperarousal of stress response may alter the sensitivity of the brain to threats, leading afflicted individuals to misinterpret and overreact to external stimuli. Chronic hyperarousal, which produces abnormal levels of stress hormones such as norepinephrine and cortisol, may permanently alter brain structures such as the hippocampus. Very early damage may lower intelligence, reduce brain substance, or interfere with semantic memory, which diminishes cognitive capacity. Or it may permanently alter feedback to the central nervous system, which can distort perception, sleep, and mood in ways that affect cognitive and social functioning.

Finally, while our internal state, the states of others, and the external environment influence social cognition in important ways, there is also evidence that we can and do use our cognitive capacities to transform our experience. For example, Ochsner, et al. (2005) find that reappraising highly negative scenes reduces subjective experience of negative affect. Neural correlates of reappraisal were increased activation of the lateral and medial prefrontal regions and decreased activation of the amygdale and medial orbitofrontal cortex, suggesting that the prefrontal cortex is involved in constructing reappraisal strategies that can modulate activity in multiple emotion-processing systems.

Gazzaniga (2005) argues that expertise is based on innate capacities, training, and practice.
 Elite athletes have innate physical abilities and they may have superior spatial abilities and specialized areas of the brain for coordinating movements. They also have superior training and they engage in rigorous practice. Similarly, musicians have innate abilities and they appear to have uniquely organized brains that evolve from practice. The area of the somatosensory cortex that codes finger information is enlarged for the specific fingers they use to play their instruments, the auditory cortex changes with practice, the anterior half of the corpus callosum is significantly larger in musicians who begin practice before age 7, and the development of absolute perfect pitch depends critically on early training. 

IV. An Extended Theory of Change

Political and economic change rests on the capacities of individuals to change. Change depends upon individual cognitive and social capacities, the capacities of those in one’s social milieu, other environmental factors, and experience. Polski and Ostrom (1999) argue that rigorous institutional analysis requires that we take each of these aspects of individuals and action situations into account when we investigate, form theories and offer policy advice.  Figure 2 illustrates the approach. 

The cognitive neurosciences are demonstrating many of the theoretical assumptions that NIE has promoted. Humans are boundedly rational, behavior is path dependent, and we are focused on survival. Preferences are relative rather than absolute. Belief formation and information processing is flawed. Our knowledge base for decision making is imperfect. We have the capacity to perceive and process factual and socioemotional information, and we use these capacities to construct information that we then use to form preferences, develop beliefs, and make choices. Our environment can change our capacity for change as well as our will to change. While our ability to do so is not perfect, we even have the capacity to transcend our environment and transform our experience.

Integrating the NIE and neuroscience perspectives provides a new approach to conceptualizing and investigating change. Where adaptive change (C), is the means to survive (S), we will only pursue change if we perceive that our survival depends upon it.

S = f(C)

If it is effective in securing survival, adaptive change will reflect the values or preferences for particular outcomes of the individuals in a group (V), their beliefs about the best strategies and tactics to achieve these outcomes (B), the mechanisms they implement to economize (E), and their capacity to mitigate the risks associated with change (R).

C = f (V, B, E, R)

Values are the participants’ internal rules of the game: they reflect the types of individuals who form the group. Values are hardwired but malleable based primarily on interaction with others – our preferences are a reflection of the company we keep as well as our “hearts and minds.” Efforts to change the types of individuals in the group, who the group associates with, and their experience interacting with others, are examples of value change. This is often achieved by reorganization, exchanges, rotations, alliances, affiliations, mediated experience, election, appointment, insurrection, or counterinsurgency.

Beliefs reflect participants’ theories about what is going on and what it is possible to achieve in a situation. Actions that change the information and the information processing capacity of the individuals in the group are examples of efforts to change beliefs. Other examples include training, practice, or changing the context within which the group operates. For example, to change the experience of participants, we often change their position in the group, expose them to novel experiences, provide additional information, or alter payoffs.
   

Economizing refers to actions taken by individuals and groups to reduce the costs associated with production and transacting. Production costs, which include capital, labor, and technology, are well described by the microeconomics literature. NIE has established the role of transaction costs in structuring production and exchange activities, and the myriad ways in which institutions (the rules of the game) and organizations (bounded sets of rules and individuals that serve a distinct purpose) affect economizing.
 Observable efforts to change economizing include changing production inputs, processes, and technologies, reconfiguring distribution, reorganizing exchange, or regulation.

Risk mitigation is the capacity to make bearable the physical, financial, and reputational cost of choices that do not produce pay-offs that are sufficient to secure survival. The capacity to mitigate risk provides individuals with a rudimentary sense of safety, which allows them to experiment with novel choices. Efforts to change the capacity to mitigate risk include augmenting resources, forbearance, spreading the costs of failure across a larger basis, refraining from criticism or punishment, and encouraging renewed effort. 

The importance of values, beliefs, economizing, and risk mitigation in growth is broadly consistent with standard theory, new growth theories, NIE theories, and the empirical evidence. In addition to augmenting capital and labor, technology can augment perception, preference and belief formation, information processing, and transaction cost economizing by improving the completeness and perfection of information. These change variables are also important in explaining investments in technology, knowledge production, innovation, human capital stocks, work force adaptability, locational advantage, and institutional change.

V. Summary and Conclusions

Accelerated global growth has created new demand for energy security. At present, the world is energy insecure because the political and economic order upon which security depends has not evolved to the point where it consistently generates adequate investments in production, refining, and distribution systems, or efficient governance and economizing. While there are a plethora of potential technical solutions to these problems, implementing these solutions will require individuals, groups, nations, and international consortia to make adaptive change.

Energy resources are a complex economic good that require a diverse assortment of governance mechanisms to achieve efficient economizing including relational, trilateral, and market contracting. To reach this state, we must reorder the way that we govern and economize. While NIE gives us a theory of efficient energy security, it does not explain how to reach this ideal.

New work in NIE suggests that we are a society of brains hardwired for survival that depend upon our cognitive capacities to form preferences, develop beliefs, interact with others, and craft and implement adaptive governance and economizing strategies. This means that our ability to make adaptive change is constrained by the cognitive and social capacities of the types of individuals who influence response to shocks and the choice of governing and economizing mechanisms that structure social order.

Work in the cognitive neurosciences is demonstrating many of the theoretical assumptions that NIE has promoted and it provides useful insights for improving our approach to growth and change. Human cognitive and social capacities are boundedly rational and path dependent, yet they appear to be well-constructed for survival. Our brains have the capacity to perceive and process both cognitive and social information, and we use these capacities efficiently to construct adaptive strategies. Environmental factors affect cognitive and social capacities including the will to adapt. While the capacity do so is not perfect, we have the capacity to transcend our environment and transform our experience.

Integrating NIE and neuroscience perspectives provides a new approach to conceptualizing and investigating change. We will only pursue change if we perceive that our survival depends upon it. Adaptive strategies will reflect the values or preferences for particular outcomes of the individuals in a group, their beliefs about the best strategies and tactics to achieve these outcomes, the mechanisms they implement to economize, and their capacity to mitigate the risks associated with change.

There are profound differences among participants in the global energy system in values, beliefs, economizing, and risk mitigation. Given the polycentric structure of the system, no single participant can expect to remake it to suit its purposes. However, the impact of differences among participants can be reduced with constructive, respectful engagement that seeks to solve problems related to common interests. The proper policy question is not what set of diplomatic, development, or defense strategies will allow us to dominate the global energy system. Rather, what would a change function look like if it were to assure the survival of all participants in the global energy system? What set of strategies are required to achieve this end, how long will it take, and what can we do in the meantime?

Table 1: The World’s Largest Oil and Gas Firms

Source: The Economist (2006).

	Firm
	Country
	Rank
	Reserves*

	Saudi Aramco
	Saudi Arabia
	 1
	  300

	National Iranian Oil Co.
	Iran
	 2
	  300

	Gazprom
	Russia
	 3
	>200

	INOC
	Iraq
	 4
	>100

	Qatar Petroleum
	Qatar
	 5
	>100

	PDVSA
	Venezuela
	 6
	  100

	Kuwait Petroleum Corp.
	Kuwait
	 7
	  100

	ADNOC
	United Arab Emirates
	 8
	>50

	Nigerian National Petroleum Co.
	Nigeria
	 9
	<50

	Sonatrach
	Algeria
	10
	<50

	Libya NOC
	Libya
	11
	<50

	Rosneft
	Russia
	12
	<50

	Petronas
	Malaysia
	13
	<50

	Exxon Mobil**
	USA
	14
	<50

	Lukoil**
	Russia
	15
	<50


* 
Proven oil and gas reserves in billion barrels of oil equivalent

** 
Not state controlled (2). All other firms are state controlled (13)

Table 2: Top World Oil Producing Countries in 2004*

Source: Energy Information Administration Top World Oil Tables, U.S. Department of Energy

	Country
	Production** 

Million barrels/day

	Saudi Arabia (OPEC)
	10.37

	Russia
	  9.27

	United States
	  8.69

	Iran (OPEC)
	  4.09

	Mexico
	  3.83

	China
	  3.62

	Norway
	  3.18

	Canada
	  3.14

	Venezuela (OPEC)
	  2.86

	United Arab Emirates (OPEC)
	  2.76

	Kuwait (OPEC)
	  2.51

	Nigeria (OPEC)
	  2.51

	United Kingdom
	  2.08

	Iraq
	  2.03


*Table includes all countries’ total oil production exceeding 2 million barrels per day in 2004 

** Production includes crude oil, natural gas liquids, condensate, refinery gain, and other liquids

Average total global daily demand for oil in 2004 was 82 million barrels per day

Table 3: Top World Oil Net Exporters in 2004*

Source: Energy Information Administration Top World Oil Tables, U.S. Department of Energy

	Country
	Net Exports

Million barrels/day

	Saudi Arabia (OPEC)
	8.73

	Russia
	6.67

	Norway
	2.91

	Iran (OPEC)
	2.55

	Venezuela (OPEC)
	2.36

	United Arab Emirates (OPEC)
	2.33

	Kuwait (OPEC)
	2.20

	Nigeria (OPEC)
	2.19

	Mexico
	1.80

	Algeria (OPEC)
	1.68

	Iraq (OPEC)
	1.48

	Libya (OPEC)
	1.34

	Kazakhstan
	1.06

	Qatar
	1.02


*Table includes all countries with net exports exceeding 1 million barrels per day in 2004

Figure 1: Economic and Institutional Change

Source: Polski (2003). Chapter 3.
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Figure 2: Policy Analysis Framework

Source: Polski and Ostrom (1999)
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� As quoted by Steven Mufson (2006).


� Yergin (2006).


� EIA (2006).


� Yergin (2006).


� For an overview of the evidence on peaking, see The Economist (2006b).


� For a more optimistic analysis based upon standard economic theory, see Maugeri (2006). For a more pragmatic analysis, see Yergin (2006).


� Economist (2006a).


� See U.S. Geological Survey World Energy Assessment Team World Map 1, World Petroleum Assessment 2000 Regions with Geologic Provinces available at http://pubs.gov/dds/dds-060/wrldmp1.html.





� Perhaps the best known examples of this are the Ayatollah Ali Khamenei, Iran’s top leader, and Hugo Chávez, President of Venezuela. In 2004, their countries controlled 8% of the oil required to meet daily world demand.


� As quoted by Bahree and Cummins (2006).


� For detailed discussions of the relationship between the economic nature of a good or service and governance, see Polski (Forthcoming; 2005; 2005a).


� For a more detailed discussion of adaptation in modern economies, see Polski (2001).


� Schelling’s Nobel lecture can be found at http://nobelprize.org/nobel_prizes/economics/laureates/2005/schelling-lecture.html. In his work on the strategy of conflict, Schelling (1960) discusses the importance of value systems in shaping payoffs and choices, differentiates between interests and values, and finds a clear role for cognitive skill. 


� Gazzaniga’s view of how the mind works is based on simulation theory (Gazzaniga, 2005, chapter 10), which is broadly consistent with McCabe’s (2006) characterization. 


� Schacter (2001) identifies seven basic errors that influence memory: transience, absentmindedness, blocking, misattribution, suggestibility, bias (consistency, change, egocentricity, hindsight, and stereotyping), and persistence (constant recall of unwanted memories). 


� Fehr et al.’s argument is also consistent with what Gazzaniga (2005) describes as the “empathy altruism hypothesis,” which explains pro-social behavior as a function of automatic mental simulation of the states and actions of others. 


� Capacities can also be improved with genetic manipulation and drugs. For a very thoughtful discussion of these issues, see Gazzaniga (2005)


� For a classic analysis of the theory and practice of large scale social change, see Galula (1964).


� Ibid.


� Transaction costs are the costs of organizing or governing in a particular way, or the sum of the costs associated with engaging in exchange and contracting activities, which are distinct from the costs of production.


� For a concise overview of economic thought on growth and innovation, see F.M. Scherer (1999). For a review of the evidence on sources of growth, see Abramovitz (1993), and for a thoughtful argument about growth based on long experience with developing countries, see Kamarck (2001).
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